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Abstract

Precision viticulture is a specialization of precision agriculture techniques applied to viticulture. Precision agriculture is the use of
information system technologies applied to agricultural production. Some of the applicable technologies are; Wireless Sensor Net-
works (WSN), Global Positioning Systems (GPS), spectroscopy analysis of Near-Infrared (NIR), Geographic Information Systems
(GIS). These systems provide means of observation, evaluation and control of agricultural activities. The farmers demand assistant
systems to perform actions for saving time and avoiding risks. There are studies of maps crops and mesh-sampling techniques to
predict the harvest volume in a vineyard with a certain varieties of grapes. The prediction is based on a previous study of crops
over a period of three to four years. Along these three or four years a large volume of samples is taken to study several parameters.
In this application area is where the wireless sensor networks technologies would have high incidence. In this context we intend
to analyse, at first place, the specific characteristics of the operational environment of a vineyard. Second, we will analyse the
most appropriate architecture for a sensor network in this environment. Application of wireless sensor networks technology can
take many forms depending of environment, and implementation objectives. In this paper we discuss about the best procedure for
deployment and the optimal topology of a wireless sensor network for viticulture.
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1. Introduction

There are several productive sectors that have adopted and
integrated different information technologies within their busi-
ness models but these technologies have not a great impact yet
in the viticulture sector. The sector have certain resistance to
adopt these technologies, although agriculture sector do not
have important technical restrictions for the deployment of sen-
sor networks. Typically, these application environments allow
use of some mechanism of external power supply, solar energy
for example, and mobility is not usually a main requirement.

The barrier is that most farmers are not accustomed to use de-
cision support systems (DSS). The farmers usually focus their
efforts on production [1] and not so much on research nor data
analysis.

The solutions are not extensible to the entire agricultural sec-
tor. There are sectors like the wine that may be more appro-
priate, especially in the case of producers who are looking for
higher quality performance. In these subsectors it’s more likely
that investment in information technology would improve the
wine production.

We want evaluate the use of wireless sensor networks tech-
nology for precision viticulture. First we intend to analyse
the specific operational characteristics of a vineyard, section
II. Second, we will propose the most appropriate architecture
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for a wireless sensor network in this environment, section III.
The implementation of wireless sensor networks technology
can take many forms depending on the environment, and ob-
jectives.

In addition, most of the proposed solutions have a high de-
pendency between levels of the protocol stack, in order to op-
timize aspects such as energy consumption. The energy con-
servation is a main aspect for the viability of a wireless sensor
network. That’s why, we decide to realize an analysis per level;
physical level, link, going through network level, and applica-
tion level. The objective is to determine which solutions are
the best for the operational environment under studio, which of
them could be integrated optimally and, if necessary, propose
improvements or new solutions.

Third, after analysing the operational environment and ex-
trapolating different functional requirements, we choose Zig-
Bee as radio technology. With ZigBee we have determined that
the best option is to use a tree network topology and hierarchi-
cal routing. We have analysed the limitations of hierarchical
routing and the assignation mechanism of identifications. After
studying several alternatives, we have proposed our own so-
lution to avoid the limitations of ZigBee hierarchical routing
mode, section IV.

Fourth and finally we propose a deployment mechanism of
the wireless sensor network based on pre-location of nodes and
pre-assignation of addresses in order to get a optimal network
structure, section V.
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2. Operational environment of a vineyard

The operational environment have a great incidence over re-
quirements and design decisions. The vines position in the area
under cultivation is fixed along the year, so our sensors will re-
quire no mobility. Initially we will not consider the mobility
of other agents (operators, machinery, animals) inside the vine-
yard. We consider that the nodes position is known and will not
change. The nodes position will be registered during the de-
ployment phase. The vineyard extension can vary in the order
of a few hectares to hundreds of hectares per parcel. Usually a
winery has its vineyard spread out on different parcels. We will
take 24.5 ha as reference size parcel. Also we assume a ver-
tical trellis system instead of the more traditional goblet vine
training system.The vertical trellis system is a structure formed
by several rows of wire supported by poles. The vertical trel-
lis allows a vertical driving of the vineyard vegetation. On the
one hand, the vertical trellis system is able to maintain the plant
and its fruit above ground, avoiding the humidity and in this
way the promotion of fungi and several diseases on the vine-
yard. Moreover, the vertical trellis system facilitates the action
of sun’s rays on leaves and bunches. It is possible using the
trellis system as support to deploy of a drip irrigation system
controlled by sensors.

We considered several magnitudes to be measured, typi-
cally; temperature, humidity, solar radiation level, or ground
ph. The fundamental magnitude is the humidity level of the
vines throughout the year. The humidity is a factor that di-
rectly affects the production and quality of the crop. There are
not strict real-time constraints regarding the collection of data,
but we needed enough data to allow us to follow and explain
the evolution of a phenomenon. We considered that the magni-
tudes measured have a linear behaviour, so that it is possible to
extrapolate values from the collected data.

The requirements of the environmental sampling protocol
(for the study and evolution of soil characteristics for exam-
ple), determine the number of sensors available, location and
density [2] [3]. To evaluate these factors we must take into
account both the measurement surface and the communication
coverage [4]. As for fault tolerance, the fall of nodes should
not affect the completion of the tasks for which has been de-
ployed the wireless sensor network [5]. In order to improve
the network fault tolerance we can deploy redundant nodes and
extend the life of these. The energy factor has a great impact
on the service life of each sensor. We must keep a balance be-
tween reliability and cost to determine the number of nodes to
be deployed. It is expected that technology becomes cheaper,
but today sensors are expensive devices.

Energy is a limited and critical resource in the field of wire-
less sensor networks. There are two basic strategies to follow
when you are constrained by a resource. On the one hand,
you can find additional ways to power supply. In this case we
can explore sources of energy from the environment, which has
been called energy harvesting [6]. This possibility has been
explored in the environment of viticulture so sensors could be
powered by more than one type of energy source [7], for ex-
ample; photon energy by solar panels, kinetic energy through

movement of wind or water running along a pipe. On the other
hand, efforts has been made in research, and design of energy
efficient systems, proposing new mechanisms at link level and
network protocols [8].

As we previously denote several routing protocols have been
proposed [9] to improve the energy consumption. We deal with
the issue and assume that if the solutions based on sensor net-
works are so specific of its scope, then we can go one step fur-
ther and define a specific protocol for a specific solution.

We can use specific features of our operational environment
to design the protocol. For example, we propose a routing algo-
rithm based on the availability of energy, in the sense of other
raised solutions [8], and also on its future availability. That is,
predict the energy availability in a node based on its ability to
recharge (for example via photon energy or kinetic). We can
establish control systems that allow calibrating the energy con-
sumption of the nodes of the network of sensors depending on
the growing season (throughout the year), the climatic and en-
vironmental evolution (throughout the year, a month, a week or
a day), or technical and functional needs. We can take advan-
tage of the redundancy [9], both in terms of nodes and data.
We can identify areas of adjacent nodes that provide redundant
information. Having been identified these areas, we can use this
redundancy to save energy by using techniques such as data ag-
gregation [10]. These areas could be dynamically increase or
decrease depending on the variation of the measured data. We
could schedule idle periods for these nodes within each zone.
The goal is that our sensor network could have a lifespan of
at least one year or the corresponding period to a whole vine-
yard annual cycle [11]. This is an ambitious goal considering
previous experiences [12].

One aspect to consider in our scenario is the validation or
protection of the data itself. If some of the sensors forming the
network is compromised in some way then the received data
may not correspond with reality. When the communication be-
tween sensors or between the base station and sensors is com-
promised then we are in a cryptographic issue. But if the sensor
itself is manipulated, for example to record a different temper-
ature, this is solved by applying outlier detection techniques
[13]. We could use paradigms like RANCAC (Random Sample
Consensus) applied in other fields such as computer vision, in
which it is assumed that a certain number of samples taken are
committed [14].

2.1. Vineyard annual cycle
The lifetime of a vine can reach hundreds of years but the op-

timum productivity of each plant can be maintained for about
fifty years. Each year the harvest marks the end of the growth
cycle, and usually correspond with a year. Throughout each
year the crop goes through different phases with particular char-
acteristics. Each phase of growing can vary in time and months
from one to another wine region of the world, but the phase se-
quence are the same. In this case, our geographical reference is
the north central Spain (Rivera del Duero, Toro or Rueda wine
regions).

During the first growth phase the vine remains dormant. The
shoots are hardened, without leaves, and sap accumulates in
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the stem. This dormancy phase lasts from November to about
March following year, coinciding with rising temperatures. In
this phase the water needs are limited. The work in field include
pruning the branches and the adequacy of the vineyard for the
next season. This would be the best time for a initial deploy-
ment of the network of sensors or to check the installation, in
the case of already being deployed.

In March the vine awakens from its dormancy. The first sign
that the vine is awaken is when through cuts, produced during
pruning, begins to leak a colourless liquid, sometimes reddish,
the so called weeping of the vine. This phase usually lasts about
three weeks.

In April, the sprouting begins when temperatures reach ten
Celsius degrees. Buds swell, the scales that protect the buds
open it and a small initial leaves appear. During this time and
during subsequent flowering phase the vine is vulnerable to
frost damage. In this case, detect abrupt fall in temperatures
could justify an alarm system supported by a wireless sensor
network.

In late May flowering occurs. The flowering consists in the
flower opening, freeing pollen that falling on the stigmas and
allows fertilization. Sometimes due to lack of heat, excessive
moisture or lack of vigour of the plant, the flower is not cor-
rectly fecundated. The result is that bunches will have few
berries. Then it is said that there have been a flowering shift.
During sprouting and flowering rarely there are water shortages
because water demand is low. Water deficits during the flower-
ing stage reduce the potential harvest by reducing the number
of bunches.

Arriving July, the vine reaches its physiological maturity.
The fruits still are far from be mature grapes, but has already
started the way to the harvest. In July, begins a phase called
veraison. In veraison, the grapes stop being greens to become
yellowish for white grapes and pink for red grapes varieties. In
addition, the grape begins to lose acidity and accumulate sugar.

In September, the berries are very sour and become mainly
in sugary, the grape skin gradually softens and the red grape
takes an intense colour. This is the phase of maturation whose
ending is difficult to define. The phase of maturation ends with
the harvest.

October usually is the month to harvest. The winemaker de-
cides when to make the grape harvest, depending on the wanted
type of wine. With early harvesting, the wines are fresh and
green. With delayed harvesting, the wines use to be high in
alcohol and colour.

The most critical period from hydric point of view starts from
flowering, late May, to veraison phase and just before grape har-
vest. At first, the needs of water of the vine get bigger to pro-
duce fruits. In the maturation phase the amount of water has to
be enough, but not too much, to achieve balance between qual-
ity and productivity. These phases correspond with the periods
of major water shortages and increased variability of humidity
levels within a crop [15].

On November the cycle is closed, even before grape harvest
the vine walks to his exhaustion. Begins the path of the vine to
its hibernation.

In general we can conclude that during the months of Novem-

ber, December, January and February our network will have a
reduced activity and we will not need gather a exhaustive data
collection. The activity should gradually increase over March
and reach its peak during the months of increasing water short-
ages.

2.2. Spatial variability of data

It is well known by vintners that there is a variability of en-
vironmental characteristics (temperature, humidity, solar radia-
tion level, or ground ph) into a crop, but single treatment for all
is applied. This variability has already been observed through
experiences based in data collection with sensor networks [4].
As for weight yield of grapes, for example, can be the case dif-
ferences of up to 10 times higher productivity from one area to
another in the same plot [16]. More important is the variability
of grapes maturation parameters.

The winemakers want to get grapes with uniform maturity
because this is a factor that directly affects the quality of the
wine. The evolution of the humidity of the plant throughout
a whole growing season, has a direct impact on the yield and
quality of grapes. Spatial variability of moisture levels recorded
throughout a year on a crop has been empirically observed.
Studies on this matter have found that in periods of year where
water restrictions are greater the spatial variability is greater,
there is a greater diversity of values and granularity of them
along the vineyard [15]. This means that with a small water
restriction less samples are necessary to follow the evolution
of vineyards. On the contrary, with greater needs of water, the
density of samples to take must be greater. From these studies
it also follows that, in case of water shortages, the next factor
that has impact on the moisture of the vine is the type of terrain,
followed by the grape variety. The wireless sensor network and
precision viticulture technologies, enable following the vine-
yard evolution. We can compose a knowledge database and use
this data to support specific decisions and actions.

3. Wireless sensor network topology

The wireless sensor networks usually are composed of at
least two node types; sensors for data collection and one or
more sink nodes for receiving all the information collected by
each of the sensors in the network. The nodes can form a ho-
mogeneous network, all capable for data collection and its for-
warding, or we could have specialized nodes, either for collect-
ing certain data or forwarding information.

3.1. Environmental restrictions

The objective is to collect data to assess the variable charac-
teristics of the cultivated soil and vine itself. It could be thought
that it is a good idea deploy a sensor per vine. Modern vineyard
parcelling depends on soil quality. If the soil is very fertile,
then more vines can be planted per hectare while in poor soils
the vines density will be lower. We assume a vineyard par-
celling with 2.5 m to 3 m of distances between rows and 1.5 m
to 2.5 m of distance between vines in each row. This vineyard
parcelling involve a deployment of sensors in a mesh structure
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of about 3 m distance between nodes. This assumption may not
be feasible in terms of cost. It is not necessary such a density
of sensors because the values taken at different sampling points
could have a strong spatial correlation [17], so that you can
apply statistical methods of multiple regression analysis to in-
fer intermediate values [18], although the closer are sampling
points each other, the more accurate are the inferred data. In
any case, it is more efficient identify growing areas with similar
characteristics, and apply the same treatment on them [16].

Several studies about mesh sampling techniques have estab-
lished that the distance between sampling point must not be
more than 100 m [17]. The distance between sampling points
depends of the magnitudes to be analysed. For example, for the
study soil fertility the following parameters are usually mea-
sured; pH level, phosphorus (P), potassium (K), calcium (C),
magnesium (Mg), carbon (C) and nitrogen (N). In the case of a
crop treated with inorganic fertilizer the restrictions are not very
high, but the study determines that for soils treated with organic
fertilizer is necessary at least 15m of separation between nodes
[17].

In a experience to control the levels of evaporation and tran-
spiration of the vineyard [12], the collected measures were
temperature, humidity, and radiation level. For this scenario
22 sampling points were used on a surface of 10.50 ha. The
distance between sampling points was approximately 24 m, al-
though the measures were taken at different heights (10 cm
above the ground, at 1 m and 1.60 m), so 66 sensors were used.

In addition, sensors have to survive long enough and, during
this time, the network must maintain a minimum level of in-
tegrity that allows data to reach their destination. Again, these
parameters depend of how efficient is the energy consumption
of our network. The topology, or location, of nodes is a de-
cisive factor. Moreover, the position of our sink node directly
affects consumption of the network. Analysing different topolo-
gies has been determined that the most efficient solution, from
the energy consumption point of view, is when the sink node
is at the centre of the mesh [12]. This is not always possible,
from a functional point of view. The most common location of
the sink node is in one of the network edges.

In a homogeneous network all nodes have the same capa-
bilities and functions. The nodes close to the sinks have higher
overall energy consumption, that’s because these nodes concen-
trate much of the traffic towards the sinks. On one hand, there
is a risk that the lifetime of those nearest nodes to the base sta-
tions will be drastically reduced. On the other hand, these nodes
could stay disabled, leaving some other network nodes without
connectivity. You can design the network protocol so that the
forwarding decisions would take into account not only criteria
of proximity but power capacity too. From a point of view of
network topology, you can choose to deploy specialized nodes
into data relay [19]. These extra nodes will not be distributed
evenly, but they will be located to reinforce network areas with
a highest concentration of traffic. Also we can use more than
one sink node. The existence of more than one base station at
different locations at the crop edges would give us flexibility to
redirect traffic to one or another, depending on the availability
of energy.

3.2. Topological features

The tendency is to choose between three radio technolo-
gies; IEEE 802.15.4/ZigBee, 802.11 (Wi-Fi) or 802.15.1 (Blue-
tooth). The 802.11 option enables very high rate data trans-
fers, but involves high energy consumption, at least with regard
to wireless sensor networks. The Bluetooth (802.15.1) option
have a limitation in number of nodes that can form our net-
work. 802.15.4/ZigBee has been specifically developed to meet
the needs of wireless sensor networks. ZigBee is a standard
bidirectional low-power wireless communications, developed
by ZigBee Alliance to be integrated into all types of electronic
devices in various fields.

There are different versions and extensions of ZigBee. The
first specification was ZigBee 2004 which was replaced by Zig-
Bee 2006. At present the specification adopted by the market
is ZigBee PRO (or ZigBee 2012). The Green Power extension
takes into account the presence of self-powered devices, or de-
vices that enable energy harvesting. The integration of these
devices as part of a ZigBee network is oriented to optimize
power consumption of the whole network. Other standards pro-
posed by ZigBee Alliance are ZigBee RF4CE and ZigBee IP.
ZigBee IP is a IPv6 based wireless mesh network proposal in
which the devices have direct Internet access. On other hand,
ZigBee RF4CE standard is designed to compete directly with
Bluetooth. ZigBee 3.0 standard in currently under development
in order to unify the different ZigBee standards and its exten-
sions into a single standard. In this document we assume the
ZigBee PRO standard as reference.

The new ZigBee modules operate in the 2.4 GHz band, fol-
lowing the 802.15.4 standard. The use of 2.4 Ghz band allows
assembling internal antennas and, in this way, the nodes are
more easy to handle. We obtain rates of 250 kbps and coverage
of at least 125 m. Actually, the coverage is less because the fo-
liar mass of vines has the ability to absorb microwaves. Also the
signal is reduced due to plastic housings and some vine training
systems. Those training systems use metal structures to hold
plants, this structures induce many signal reflections. Under
these conditions the transmission range is reduced to 20 or 25
meters [20].

The 802.15.4 standard defines two types of nodes: the so
called reduced function devices (RFDs) and the full function
devices (FFDs). The RFDs act only as end nodes in the net-
work and are equipped with transducers. The FFDs perform
functions of coordination of network nodes but can also be end
nodes with associated sensors. FFDs generate synchronization
signals, provide communication service and subscription ser-
vice . The ZigBee specifications consider three possible net-
work topologies; Star, tree or mesh. With a star topology one
FFD node assumes the roll of PAN (Personal Area Network) co-
ordinator. The RFDs and other FFDs can only connect through
the PAN coordinator. The star topology is an option when min-
imizing data transmission delay is critical for the application-
level, although the coverage area of the network is limited to
the transmission coverage area of the PAN coordinator.

The point-to-point topology allows any FFD coordinator
node to communicate with any other coordinator who is in
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its coverage area. A special case of point-to-point is the tree
topology. The tree topology proposed by the 802.15.4 stan-
dard is a tree rooted at the PAN coordinator. The tree struc-
ture is established by parent-child relationships at MAC level.
Once generated, the tree structure is fairly static, and routing
decisions are based on parent-child relationships established at
MAC level. In tree topology, once formed the network, the
routing is quickly established and create routing tables is not
required [21]. The tree topology is more efficient from the
point of view of energy consumption because of working in
beacon mode, as we will discuss below [22]. The tree topology
disadvantage is its lack of flexibility, it is very sensitive to pos-
sible falls of coordinator nodes. A second variant of point-to-
point topology is a mesh structure. The mesh topology allows
communication between any FFD, without the need to having
a parent-child relationship. The mesh networks are much more
flexible in case of node falls but they require the establishment
of routing tables and are less efficient from the point of view of
energy consumption [22].

A FFD must be chosen as PAN coordinator. This coordina-
tor node can work on beacon mode and use a superframe to
support a slotted CDMA-CA protocol. In beacon mode, an in-
active interval is defined within the superframe, and during this
interval the coordinator PAN can stay asleep. An active period
and another inactive will be assigned to each router within each
superframe. The end nodes will be on sleep mode most of the
time and are activated periodically. The tree topology, defined
on the ZigBee specification, allows working in beacon mode.
The instants at which the nodes awaken or entering on sleep
mode must be fixed so that each router has to wake twice per
cycle. First time to receive packages, from children nodes, and
a second time to forward packets. There are authors who pro-
posed algorithms to schedule active periods within each super-
frame for each router in coordination with their children. This
is in order to improve the data forwarding along the hierarchical
tree [23]. The second mode on which a coordinator PAN can
work is without superframe. On this mode it uses an not slotted
CDMA-CA mechanism and the coordinator is always active.

It has been studied the effectiveness of using or not using of
superframe. Notice that in 802.15.4 the exchange of RTS/CTS
packets are not contemplated in the same manner that in 802.11.
The exchange of RTS/CTS packets is used to avoid the hidden
terminal problem when working with multi-hop networks. This
is the case of three nodes placed so that two of them are not di-
rectly reachable each other. It may happen that these two nodes
try to send information simultaneously to the third node, then
a collision occurs. It has been determined that the not slotted
mode makes a better use of the channel, but do not have mech-
anisms for energy savings and neither ensures data delivery in
a specific period of time.

A compromise solution must be adopted between improving
rate of data transfer and maximizing the lifetime of each sen-
sor. Our operational environment has no real-time constraints,
and it does not need to use intensively the channel. We have
chosen a solution based in improving the energy consumption
for extending the life time of the network. That is why the most
optimal choice for our application is to use the slotted mode,

although, working in slotted mode the idle and working periods
must be properly calibrated.

The slotted CSMA-CA mode allows transmission of beacon
signals from the FFDs of the network, in order to synchronize
communications. These synchronization periods imply con-
tention periods and energy overload due to collisions. With
high data transfer rates and dense networks, the probability of
collision is higher and increase the power consumption. In our
environment we estimate that the data transfer rate is not high.
The network should not be very populated, both from point of
view of economics cost as from a functional point of view.

3.3. Network Addressing
The functionalities that include the specifications of ZigBee

network level are; multi-hop routing, route discovery and main-
tenance, security, join and leave from network, in addition to the
allocation and management of 16-bit addresses [24].

At the beginning of a joining process each node makes use of
link layer services to discover the routers neighbouring nodes
that are advertised. Each node maintains a table with their
neighbours, nodes within its transmission range. Each node
chooses a network (multiple networks can overlap using differ-
ent channels), selects a parent node and joins to it. This parent
node is selected among neighbouring nodes registered on its
neighbour table. The neighbour table also holds information on
the status and quality of links. When the parent node receives
the association request, through its link level, it assigns an ad-
dress to his new child node and completes the association. This
manner a tree structure is generated based on parent-child asso-
ciations, where the root will be the network coordinator node.

The coordinator node sets three parameters; maximum num-
ber of children of type router that can have each node (Rm),
maximum number of children that can have each node (Cm) and
the maximum depth of the tree (Lm). Each parent calculates a
consecutive number for each of its new children. To calculate
this number the parent uses Rm , Cm, Lm, and the depth of the
new node added to the network (d). This number is assigned to
the new node as network address (Cskip(d)). If the new node is
not a router, the parent uses the following equation to calculate
the address:

Cskip(d) =

 1 + Cm(Lm − d − 1), If Rm = 1
1+Cm−Rm−Cm∗R

(
mLm−d−1)

1−Rm
, otherwise.

If the new node is a router, then the parent use the following
equation to calculate the address:

An = Aparent + Cskip(d) ∗ (n − 1) + 1

An is the direction of the n-th new router node of node parent
Aparent with depth d. On the other hand, If the new children
node is an end node, then the address will be assigned using the
following equation:

An = Aparent + Cskip(d) ∗ Rm + n

Where An is the address to be assigned to the n-th children
node with depth d. If it uses this model only a coordinator or
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Figure 1: Example of addressing for Rm = 7, Cm = 7, y Lm = 5

router node can assign addresses. It may happen that a router
node run out addresses, in this case, the child node has to find
another parent among its neighbours. If the new node does not
find another parent then it can not join to the network.

For example, for Rm = 7, Cm = 7, y Lm = 5 the values for
Cskip(d) will be:

d Cskip
0 2801
1 400
2 57
3 8
4 1
5 0

For these values and a root node with Addr = 0 the assigned
addresses are shown in Figure 1.

The distributed address assignment mechanism described in
ZigBee specification does not guarantee the build of a balanced
tree. In Addition, it may happen that a router reaches the limit
of childrens while another may have not. With the distributed
address assignment mechanism the best case is when the coor-
dinator node is located in the middle of the network. In this
case the diameter of a network is determined by Lm and will be
2 ∗ Lm, though the value for the diameter may be much lower.
The ZigBee specification also allows a stochastic method to as-
signing addresses but it could happen that the same address will
be assigned to two different nodes.

To solve the problem that a parent remains without addresses,
while another node may have free addresses to assign, some au-
thors have suggested additional mechanisms of address assign-
ing and routing [25]. For example, a mechanism to allocate
unused addresses, and previously pre-assigned to others par-
ent nodes. Also, defining tables for each node where to store
information about address reallocation [26]. The information
stored in these tables is useful for routing because it allows lo-
cating nodes with assigned addresses. Applying these mech-

anisms can improve the address space use, but without con-
sidering the problem of generating unbalanced tree structures.
The efficiency of dynamic routing procedure to use the address
space depends partly on the geographical area where the net-
work is deployed. The optimal case is a square area where we
can deploy a network with regular topology. The network topol-
ogy is determined by the values of RM , Cm, Lm. The topology
is regular when the diameter of the tree is regular with respect
to its depth. While the worst case occurs with an elongate rect-
angular area. In most cases the deployment area geometry will
not be the most optimal. An interesting proposal is subdividing
the area of deployment into areas of optimal proportions [27].
The areas and the topologies applicable in each area would be
defined before the deployment of the network and special nodes
would be designated to work as bridges between different sub-
areas.

The sharing out of the address space available has an addi-
tional constraint. The restriction we found is that the ZigBee
specification defines a network address of 16 bits, so our ad-
dress space is [0, 216 − 1]. Initially 216 nodes are enough for
almost any sensor network. The problem is that distribution of
address space, according to the ZigBee specification, is very in-
efficient. For example, considering a scenario with Rm = Cm,
the address space N to distribute from root node (with depth
d = 0) among its Rm will be:

Rm ∗
1 + Cm − Rm −Cm ∗ RLm−d−1

m

1 − Rm
= N;

Rm ∗
1 + Rm − Rm − Rm ∗ RLm−0−1

m

1 − Rm
= N;

Rm ∗
1 − RLm−1+1

m

1 − Rm
= N;

Rm − RLm−1+1+1
m

1 − Rm
= N;

Rm − RLm+1
m

1 − Rm
= N;

Rm − RLm+1
m = N ∗ (1 − Rm);

−RLm+1
m = N ∗ (1 − Rm) − Rm;

RLm+1
m = Rm − N ∗ (1 − Rm);

RLm+1
m = Rm − N + N ∗ Rm;

ln (RLm+1
m ) = ln (Rm − N + N ∗ Rm);

(Lm + 1) ∗ ln (Rm) = ln (Rm − N + N ∗ Rm);

Lm ln (Rm) + ln (Rm) = ln (R − m − N + N ∗ R − m);

Lm ln (Rm) = ln (Rm − N + N ∗ Rm) − ln (Rm);

Lm =
ln (R − m − N + N ∗ Rm) − ln (Rm)

ln (Rm)
;
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Lm =
ln ((1 + N) ∗ Rm − N)

ln (Rm)
− 1;

If we said that the maximum address space we use is N = 216

and for instance, we set Rm = 7.

7 − 7Lm+1

1 − 7
= 216;

Rm Lm

2 15.00
3 9.72
4 7.79
5 6.75
6 6.08
7 5.62
8 5.26
9 4.99

10 4.77

The highest depth of our tree will be 5, which is insufficient
for a network deployed in a 10x10 mesh structure. We will
never get a graph with 100 network nodes connected. Even
doubling the size of our address space, the highest depth will be
11. In fact, the highest depth of a network with a tree structure,
generated according to the ZigBee specification, is 16 [28].

An alternative to the distributed address assignment model is
to apply a static scheme of addresses assignment. Some suggest
a static assignment model for better use of address space [29].

3.4. Routing
ZigBee includes two routing protocols that can be applied in

combination. ZigBee uses the tree structure generated from the
process of dynamic address assignment as support for hierar-
chical routing. The routing is performed through parent-child
link structures established during aggregation process of nodes.
A router can easily determine if a message is addressed to one
of its descendants, otherwise the message is forwarded to its
parent node. If the router address is node A, d is the depth of
the node in the hierarchical tree, and the destination address D
satisfies the following condition:

A < D < A + Cskip(d − 1)

Then the destination node is a descendant of the node with
address A. If D is the address of an end node and meets the
following condition:

D > A + Rm ∗Cskip(d)

Then the next hop address N is equal to D, (N = D). If the
condition is not met, then N is calculated as follows:

N = A + 1 +

⌊
(D − (A + 1)

Cskip(d)

⌋
∗Cskip(d)

Based on the hierarchical routing mode, defined in the Zig-
Bee specification, several improvements have been proposed.
These proposals try to explore the possible shortcuts between

nodes which form the tree structure. One of these proposals
is the ETREA protocol [30] for discovery of optimal alterna-
tive paths. ETREA takes into account the number of hops be-
tween source and destination as well as the residual energy of
the nodes that form part of the route.

The alternative is to use ancestors in order to release load
from parents. The idea is to combine the hierarchical structure
and the neighbour table information to choose a node and jump-
ing directly to the grandfather or to explore different branches.

The second routing mode enabled by ZigBee is a point-to-
point routing mechanism over mesh topology. This second
routing mode is more complicated and usually does not operate
in beacon mode. ZigBee allows the application of a simplified
version of the AODV protocol to implement this point-to-point
routing mechanism [21].

The hierarchical routing is more efficient in the case of a
bursty data transmission model. AODV is more efficient when
the data is generated continuously. The ZigBee specification
for the network layer of each node, called NWK, allows a node
to apply the hierarchical routing based on the parent-child rela-
tionships or use a route discovery algorithm based on AODV.

4. Gateway mode to extend network size

Our proposal to avoid the limitations of hierarchical address-
ing of ZigBee is subdivided the tree into subtrees [31]. We have
implemented a mechanism that allows nodes to make functions
of gateway between different networks. When a router node
joins the network with the maximum depth and the router is
enabled to work in gateway mode, it generates a new network
ID and announces its presence as the root node of a new tree.
The gateway will forward the packages received from their chil-
drens towards its own root node. This model avoids depth lim-
its but complicates the routing from root node to others nodes
that are below gateway. We consider that in our operating en-
vironment most of the traffic will go towards sink node, which
typically coincide with the tree root node.

The figure 2 shows an example of association of nodes using
the gateway mode. In this example the maximum depth is set
to 3 (Lm = 3) the initial PANid is 9. Nodes 125 and 126 of this
tree make a bridge between the subtrees with PANid 1 and 6
respectively.

It is also possible to deploy a solution based on Content Cen-
tric Network (CCN) [32] to expand the address space and route
packets from root node to children through one or more gate-
ways.

Even if we use the model of gateways between subtrees, it
is better to use the address space as much as possible before
generating a new subtree. This is why it is better to choose the
lower deep node of the tree as parent. We will encode the node
depth using the four most significant bits of PANid. Each node
will use this information to choose his parent.

The figure 3 shows an example of association using the gate-
way mode and giving priority to nodes located at lowest depth.
The maximum depth is set to (Lm = 3), the initial PANid tree
9, nodes 125 and 126 go to make a bridge between the subtrees

7



Figure 2: Gateway example with Rm = 7, Cm = 7, and Lm = 3

with PANid 1 and 6 respectively. In the previous case a node
was associated with address 115 to the PANid 1, in this case the
node gets the address 127 and is associated to the top level tree
with PANid equal to 9.

5. Wireless sensor network deployment

We propose a static addressing mechanism. This addressing
mechanism must supports hierarchical routing over a balanced
tree structure.

A second proposal is to make an analysis before deploying
the wireless sensor network. We will use the result of this analy-
sis to calculate an optimal tree and assign addresses. The result-
ing tree should be balanced, with a minimum depth and cover
all crop area with sensors.

Given the topological characteristics and the application en-
vironment we model the crop area as a plane covered with a
mesh structure of sensors. This mesh will match the geometry
of the vineyard parcelling. Given the fixed location of nodes, a
pre-deployment operation will be performed. We look for the
highest probability of connectivity between nodes of the net-
work, and assuming a maximum coverage of 20 meters, we will
set a maximum horizontal and vertical spacing of 12 m between
nodes. This guarantees a minimum number of neighbours, be-
tween 3 (nodes located on mesh corners) and 8 nodes (nodes
that are at the centre of the mesh). We used OMNeT [33] for
implementing and simulating the association process of nodes.
We have got samples of the potential tree-like structures that
can be generated, as well as their characteristics. To charac-
terize these structures we generated a hundred of samples per

Figure 3: Example of gateway mode with improving of address space use for
Rm = 7, Cm = 7, y Lm = 3

scenario, a hundred of different trees in a 17x17 grid structure
(289 nodes and a sink). From these samples, and for each of the
scenarios, we studied the distribution of children per node, the
depth distribution of nodes within the structure, as well as the
depth of leaf nodes in the tree.

5.1. ZigBee association without activation delay

The network nodes were associated to form a tree, as we have
discussed previously. The tree topology is the most efficient
organization from an energy point of view. According to the
association mechanisms that follows the ZigBee specification,
each node chooses a parent among its neighbours for joining it
to the tree. In an ideal first scenario, figures 4 and 5, all nodes
are activated simultaneously. In this first scenario, the choice
between neighbours to become parent is random.

5.2. ZigBee association with activation delay

In a second scenario, figures 6 and 7, we introduced a node
activation with random delay (between 0-2 minutes). Even
though the results are similar to the simulations without delay,
this is a more realistic scenario. We have tested the behaviour
of the ZigBee association mechanism on such environment.

5.3. ZigBee Association with delayed activation and prioritiz-
ing by depth

In a third approach, Figures 8 and 9, we have included a vari-
ation in the node aggregation mechanism. In this third test,
the nodes with lowest depth, closer to the sink, are designated
as best candidates as parents.With this modification we expect

8



Figure 4: Distribution of children per node without delay and randomization

Figure 5: Node depth distribution without delay and randomization

a structure more horizontal, although there are no significant
variations between the graphs, we have tested a variation over
the ZigBee association mechanism.

5.4. Creating tree of associated nodes based on Dijkstra

The three first scenarios are simulations of ZigBee aggrega-
tion process. Now we test building a tree over a grid structure.
To build this tree we designate a root node and we apply dif-
ferent methods for generating trees. First we apply Dijkstra’s
algorithm (see figure 12) to generate the minimum spanning
tree, figures 10 and 11.

We apply the basic algorithm on two variants. The first vari-
ant (see figure 13), figures 15 and 16, is to make a random
choice between two paths with the same cost. This random

Figure 6: Distribution of children per nodewith delay and randomization

Figure 7: Node depth distribution with delay and randomization

choice is made, while tree is being build, in each iteration of
the Dijkstra algorithm. The objective is to generate a poll of
minimum spanning trees that could be applied.

The second variant (see figure 14), figures 17 and 18, intend
to balance the load among nodes, so that, between two paths
with equal length, the best candidate is the path that begins with
the node with fewer children.

With Dijkstra significantly increases the number of nodes
with one child, on the other hand the two Dijkstra modifica-
tions improve the generation of highly branched trees. With a
modified Dijkstra the tree generated is flattened. The average
height of end nodes is 12.
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Figure 8: Distribution of children per node with delay and assignment by depth

Figure 9: Node depth distribution with delay and assignment by depth

5.5. Creating a tree of associated nodes with a cascade propa-
gation model

The next option is to create the tree by applying a cascade
propagation model, figures 19 and 20. This model follows the
schema of propagation of information in a social network or
transmission of an infection in a population [34]. To apply
this model we have used the libraries of SNAP platform [35].
SNAP is a tool for defining and manipulation of graphs for net-
work modeling. In the case of the cascading propagation model
we applied a probability of 50% of spreading (or infection).
This model reproduces a structure similar to the generated by
ZigBee aggregation process. With this model we get a large
number of end nodes.

Figure 10: Distribution of children per node with Dijkstra

Figure 11: Node depth distribution with Dijkstra

5.6. Creating a tree of associated nodes based on the Kro-
necker product

Finally, we generate graphs using successive iterations of the
Kronecker product [36]. We define an adjacency matrix to set-
ting the probability of establishing a link between each pair of
network nodes. In a first case, figures 21 and 22, using matrix 1,
we have a similar model to the gotten by simulation of ZigBee
aggregation process. In a second example, figures 23 and 24,
using matrix 2, the results are similar. In both cases the depth
of the nodes significantly increases.[

0.9 0.5
0.5 0.1

]
(1)
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f u n c t i o n D i j k s t r a ( Graph , s o u r c e ) :
d i s t [ s o u r c e ] <−− 0
p rev [ s o u r c e ] <−− u n d e f i n e d
f o r each v e r t e x v i n Graph :

i f v != s o u r c e
d i s t [ v ] <−− i n f i n i t y
p rev [ v ] <−− u n d e f i n e d

end i f
add v t o Q

end f o r
w h i l e Q i s n o t empty :

u <−− v e r t e x i n Q wi th min d i s t [ u ]
remove u from Q
f o r each n e i g h b o r v o f u :

a l t <−− d i s t [ u ] + l e n g t h ( u , v )
i f a l t < d i s t [ v ] :

d i s t [ v ] <−− a l t
p r ev [ v ] <−− u

end i f
end f o r

end w h i l e
r e t u r n d i s t [ ] , p r ev [ ]

end f u n c t i o n

Figure 12: Dijkstra Algorithm

[
0.4 0.3
0.4 0.2

]
(2)

6. Conclusions

The design strategy of our wireless sensors network is to
adapt the design to the specific needs of the application envi-
ronment. Once the particular characteristics of the environment
have been analysed, we have inferred some requirements and
characteristics. We did not consider requirements of mobility,
or real-time services. We needed a periodicity in the data col-
lection that allows us to follow the evolution of certain values.
We have determined that the critical parameter to be measured
is the moisture level. We assume that the moisture level, and
other parameters of the vineyard, are linear. So we can extrap-
olate values from the data collected.

A primary requirement is extended the activity and network
lifetime to a full growth cycle of the vineyard, about a year.
To extend the lifetime of the wireless sensor network is di-
rectly related with the optimization of energy consumption. In
this sense, we propose adapting the network activity, and there-
fore energy consumption, to each stage of the growth cycle of
the vineyard. For example, when the vineyard is in dormancy
phase, the wireless sensor network also works at a low level of
activity. Moreover, the activity of the network will be more in-
tensive for critical stages of the growth cycle. The network ac-
tivity is also adaptable spatially. From the point of view of the

f u n c t i o n Di jks t r aRamdon ( Graph , s o u r c e ) :
d i s t [ s o u r c e ] <−− 0
p rev [ s o u r c e ] <−− u n d e f i n e d
f o r each v e r t e x v i n Graph :

i f v != s o u r c e
d i s t [ v ] <−− i n f i n i t y
p rev [ v ] <−− u n d e f i n e d

end i f
add v t o Q

end f o r
w h i l e Q i s n o t empty :

u <−− v e r t e x i n Q wi th min d i s t [ u ]
remove u from Q
f o r each n e i g h b o r v o f u :

a l t <−− d i s t [ u ] + l e n g t h ( u , v )
i f a l t < d i s t [ v ] :

d i s t [ v ] <−− a l t
p r ev [ v ] <−− u

e l s e i f a l t = d i s t [ v ]
/ / At e q u a l d i s t a n c e
/ / ! ! random choose
change <−− ramdom [ t r u e , f a l s e ]

i f change :
d i s t [ v ] <−− a l t
p r ev [ v ] <−− u

end i f
end i f

end f o r
end w h i l e
r e t u r n d i s t [ ] , p r ev [ ]

end f u n c t i o n

Figure 13: Dijkstra’s algorithm with random selection of path
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f u n c t i o n D i j k s t r a B a l a n c e d ( Graph , s o u r c e ) :
d i s t [ s o u r c e ] <−− 0
p rev [ s o u r c e ] <−− u n d e f i n e d
f o r each v e r t e x v i n Graph :

i f v != s o u r c e
d i s t [ v ] <−− i n f i n i t y
p rev [ v ] <−− u n d e f i n e d

end i f
add v t o Q

end f o r
w h i l e Q i s n o t empty :

u <−− v e r t e x i n Q wi th min d i s t [ u ]
remove u from Q
f o r each n e i g h b o r v o f u :

a l t <−− d i s t [ u ] + l e n g t h ( u , v )
i f a l t < d i s t [ v ] :

d i s t [ v ] <−− a l t
p r ev [ v ] <−− u

e l s e i f a l t = d i s t [ v ]
/ / At e q u a l d i s t a n c e
/ / ! ! choose by
/ / number o f c h i l d s

i f c h i l d s ( u ) < c h i l d s ( p r ev [ v ] ) :
d i s t [ v ] <−− a l t
p r ev [ v ] <−− u

end i f
end i f

end f o r
end w h i l e
r e t u r n d i s t [ ] , p r ev [ ]

end f u n c t i o n

Figure 14: Dijkstra’s algorithm with load balancing

Figure 15: Distribution of children per node with Dijkstra and random designa-
tion

Figure 16: Node depth distribution with Dijkstra and random designation

farmer, it is more useful to identify growing areas, with similar
characteristics, that specific points. Once identified these zones,
it is only necessary to obtain a few representative samples, so
the consumption is also optimized.

We have extrapolated a number of functional requirements
from different studies and authors. In the worst case, the max-
imum transmission range, of a ZigBee node within a vineyard,
will be about 20 meters [20]. We considered the structure
of a classic vineyard parcelling for determinate the location of
nodes. The nodes of the sensor network will be disposed in a
mesh structure about 12 meters distance each other (consider-
ing the worst case scenario in terms of transmission range). We
have determined, from some studies, that the tree topology is
the most optimal from the point o view of energy consumption
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Figure 17: Distribution of children per node with Dijkstra and load balancing

Figure 18: Node depth distribution with Dijkstra and load balancing

and from the point of view of the static nature of our network
nodes.

We have chosen a tree topology as the best choice for our de-
ployment. Although, we found a limitation in the addresses
assignment mechanism implemented for ZigBee. The latest
versions of the ZigBee specification seem to have solved this
limitation but we have proposed a solution based on the use of
gateways. The gateways allow to apply hierarchical routing,
add new nodes to the tree structure, and cover a large vineyard
surface. We have implemented this solution in our simulations
and we have obtained samples of different structures.

Finally, we have proposed a mechanism for deploying sen-
sor networks based on the pre-assignment of addresses in order
to optimize the network start and its structure. We have ap-

Figure 19: Distribution of children per node with a cascade propagation model

Figure 20: Node depth distribution with a cascade propagation model

plied different models to generate these structures. Once we
compared the results, we decided that the optimal model is the
based on applying the modified Dijkstra algorithm for load bal-
ancing of nodes. In any case it would be appropriate to compare
this result by a study of energy consumption.
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